Correlation – Measuring the relationship between bivariate data
At GCSE we became familiar with the use of the term correlation when describing points plotted on a scatter-graph.  Such points are based on the values of two variables, such as the monetary value compared to the mileage of a second hand car, or the marks awarded in Paper 1 and Paper 2 of a Maths exam.  We would then describe these relationships as having ‘positive’, ‘negative’, or ‘no’ correlation.
[image: Image result for positive correlation]






Where there was evidence of correlation we learned how to draw and use a line of best fit on the plot.
In statistics there are different ways to quantify the strength of correlation exhibited between a pair of variables.  These are known as correlation coefficients.  When it comes to linear correlation (other forms of correlation exist, see below), the two measures used are Pearson’s Product Moment Correlation Coefficient (PMCC) and Spearman’s Coefficient of Rank Correlation.
[image: Image result for non-linear correlation]






Pearson’s coefficient is calculated on raw bivariate data and measures how close the data lie to a straight line.  A value of +1 would indicate that all the data lie on a straight line with a positive gradient (perfect positive correlation) and a correlation coefficient of -1 would indicate perfect negative correlation, with all the data laying on a straight line with a negative gradient. 
Spearman’s coefficient is used when the data has been ranked in some way.  For example if two judges in a bake off rank cakes baked by 10 different people.  If both judges agreed exactly on the ranking of the cakes this would produce a coefficient of +1, a value of -1 would occur if the two judges had the ranking in exactly reverse order, 1st place for Judge 1 = 10th place for Judge 2, etc.
In Unit 4, we are not required to actually calculate the coefficients, just interpret them.  





The meaning of a correlation coefficient
As described on the previous page, if the value of a correlation coefficient for a sample (denoted by the letter r), is close to +1 or -1, we can be satisfied that there is linear correlation.  The question we are looking to address in this work is what happens in a case such as r = 0.6?
When calculating a value of r, we are actually using a sample of bivariate data from a much larger parent population.  For example, in the scatter diagram below we may have sampled the ten circled points to calculate r.
[image: ]
There will be a level of correlation within the parent population and this is denoted by the Greek letter  (pronounced rho).
The calculated value of r, based on the sample can be used as an estimate for .  It can also be used to carry out an hypothesis test on the value of , the parent population correlation coefficient.  Used in this way it is described as a test statistic.
The simplest hypothesis test which you can carry out is that there is no correlation within the parent population.  This gives rise to the null hypothesis:
H0:  = 0	‘There is no correlation between the two variables’
There are three possible alternative hypotheses, according to the sense of the situation being investigated.  These are:
	H1:   0	‘There is correlation between the variables’ (2-tail test)
or	H1:  > 0	‘There is positive correlation between the variables’ (1-tail test)
or	H1:  < 0	‘There is negative correlation between the variables’ (1-tail test)
The test is carried out by comparing the calculated value of r with the appropriate entry in a table of critical values (actually easier to use than our calculator for this!).  This will depend on the size of the sample, the significance level at which we are testing and whether the test is a 1-tail or a 2-tail test.

Eg7	A language teacher wished to test whether there is any correlation between students’ ability in their own and a foreign language.  Accordingly she collects the marks of 8 students, all native English speakers, in their end of year examinations in English and French.  	
	Candidate
	A
	B
	C
	D
	E
	F
	G
	H

	English
	65
	34
	48
	72
	58
	63
	26
	80

	French
	74
	49
	45
	80
	63
	72
	12
	75


(i) Use your calculator to determine the PMCC
(ii) State the null and alternative hypotheses
(iii) Using the value of r as the test statistic, carry out the test at the 5% significance level.
[image: ]

Eg8	“You can’t win without scoring goals”.  So says the coach of a netball team.  Jamila, who believes in solid defensive play, disagrees and sets out to prove that there is no correlation between scoring goals and winning matches.  She collects the following data for the goals scored and the points scored by 12 teams in a netball league.	
	Goals Scored
	41
	50
	54
	47
	47
	49
	52
	61
	50
	29
	47
	35

	Points Scored
	21
	20
	19
	18
	16
	14
	12
	11
	11
	7
	5
	2


(i) Use your calculator to determine the PMCC
(ii) State suitable null and alternative hypotheses, indicating whose position each represents
(iii) Carry out the hypothesis test at the 5% significance level and comment on the result
[image: ]

Eg9	Charlotte is a campaigner for temperance, believing that drinking alcohol is an evil habit.  Michael, a representative of a wine company, presents her with figures which he claims show that wine drinking is good for marriages.
	Country
	Wine Consumption
(kg/person/year)
	Divorce Rate
(/1000 inhabitants)

	Belgium
	20
	2.0

	Denmark
	20
	2.7

	Germany
	26
	2.2

	Greece
	33
	0.6

	Italy
	63
	0.4

	Portugal
	54
	0.9

	Spain
	41
	0.6

	UK
	13
	2.9


(i) Write Michael’s claim in the form of an hypothesis test and carry it out at the 5% significance level.
(ii) [image: ]Charlotte claims that Michael is ‘indulging in pseudo-statistics’.  What arguments could she use to support this point of view?
(iii) 

Interpreting Correlation
Correlation does not imply causation
The above example demonstrates a situation where a high level of correlation does not necessarily mean that there is a direct connection between the two variables.
Although there may be a high level of correlation between variables A and B it does not mean that A  B or that 
A  B.  It may well be that a third variable C causes both A and B or it may be a more complicated set of relationships.
Here are some examples taken from ‘Spurious Correlations’, www.tylervigen.com
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Extrapolation
A linear relationship established over a particular domain should not be assumed to hold outside of this range.  For instance, there is a strong correlation between the age in years and 100 metre times of female athletes between the ages of 8 and 20 years.  To extend the connection, in the plot below, would suggest that veteran athletes are quicker than athletes in their prime, and if they live long enough can even run 100m in no time at all!
[image: ]






Using a p-value
Sometimes you may be given a p-value instead of a value for the correlation coefficient.  In this context, the p-value is the probability that, if there is no correlation, a random sample gives the given value for the correlation coefficient – in other words, the probability that this correlation coefficient could have been obtained by chance.
As with the hypothesis testing for sample means, we compare the p-value with the significance level.  If the p-value is less than the significance level, this means that it is very unlikely that this value for the correlation coefficient could have risen by chance, so the null hypothesis is rejected.
Eg10	A random sample of 50 pairs of bivariate data (x, y) produce a product moment correlation coefficient of       -0.3.  This gives a 1-tail p-value of 0.0171.
	What is the 2-tail p-value?
[image: ]	Stating your hypotheses clearly, test at the 5% significance level whether there is negative correlation between x and y within the parent population from which the values are drawn.
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Exercise 3.2 (Edexcel S3 Ex 5B)
[image: ]
[image: ]r = 0.677




[image: ]Answers
[image: ]

image6.png
youtu.be/0fHcK5GIPUE
[ |





image7.png
US spending an science

US spending on science, space, and technology
correlates with

Suicides by hanging, strangulation and suffocation

Correlation: 99.79% (=0.99782126)

199 200 201 202 203 204 205 206 207 208 2009
s30ilion 10000 uicdes
T
s25sion so00suiises £
-
H
s20iion 000 suces &
s1ssiion 4000 sucides
1o | 200 | zor | 2oz | 203 | zes | zos | s | 20 | z0s | 2009

o Hanging suicides - US spending on science





image8.png
Number of people who drowned by falling into a pool

correlates with
Films Nicolas Cage appeared in

Correlation: 66.6% (r=0.666004)

19 00 201 202 203 2006 2005 206 2007 2008 2008
120 arownings srims
2
3 120 crownings atims 2
] g
£ 100 crounin ims &
£ 100 arounings 2tims &
£
&
50 crovnings ofims
e | 00 | 2o | a0z | 203 | 208 | 2005 | 206 | 2007 | 208 | 2008

o= Nicholas Cage =~ Swimming pool drownings





image9.png
435 per 1,000

4562 per 1,000

429 per 1,000

Divorce ratein Maine

596 per 1,000

Divorce rate in Maine
correlates with

Per capita consumption of margarine
Correlation: 99.26% (r=0.992558)

2000 2001 2002 2003 2004 2008 2006 2007 2008 2008

2000 2001 2002 2003 2004 2005 2008 2007 2008 2008

& Margarine consumed =+~ Divorce rate in Maine

£

sibs

abs

265

pawnsuo aupERery




image10.png
Arcade revenue

s2bilion

5175 ilion

s1.55ilon

5125 bilion

$1 billion

2000

2000

Computer science doctorates awarded in the US

200

2001

Total revenue generated by arcades

2002

2002

correlates with

Correlation: 98.51% (=0.985065)

2003 2004 2005 2006

2003 2004 2005 2008

8- Computer science doctorates<- Arcade revenue

2007

2007

2008

2008

2008

2000 degrees

1500 degrees

1000 degrees

500 degrees

saelopop asuaps anduiny




image11.png
100m time (seconds)

3 27 31 35

age (years) of top female athletes




image12.png
youtu.be/n_9BgFgZ620





image13.png
A product-moment correlation coefficient of 0.3275 was obtained from a sample of 40 pairs
of values. Test whether or not this value shows evidence of correlation:

a at the 0,05 level (use a two-tailed test), b at the 0.02 level (use a two-tailed test).

a Calculate the product-moment correlation coefficient for the following data, giving values
for S, S,y and Sy,

x |2 /3|4 4|5 5|6
y|7 6|5 4]3 2|1

b Test, for these data, the null hypothesis that there is no correlation between x and .
Use a 19 significance level.
State any assumptions you have made.
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‘The ages X (years) and heights ¥ (cm) of 11 members of a football team were recorded and
the following statistics were used to summarise the results.

TX =168, Y =1275, YXY=20704, YX?=2585 YV2=320019
a Calculate the product-moment correlation coefficient for these data.

b Test the assertion that height and weight are positively correlated by using a suitable test
State your conclusion in words and any assumptions you have made. (Use a 5% level of
significance.)

a Explain briefly your understanding of the term ‘correlation’. Describe how you used, or
could have used, correlation in a project or in class work.

b Twelve students sat two Biology tests, one theoretical the other practical. Their marks are
shown below.

Marks in theoretical
et slol7|nj20|4|6|17/12/10]15 16
Marks in practical

test () 6|8 9|1320]9|8 1714817 18

Find to 3 significant figures,
i thevalue of §,, the product-moment correlation coefficient.

«© Use a 0.05 significance level and a suitable test to check the statement that ‘students who
do well in theoretical Biology also do well in practical Biology tests’.

‘The following table shows the marks attained by § students in English and Mathematics tests.

Student A B C | D/ E|F|G|H
English 25 |18 | 32 | 27 | 21| 35 | 28 | 30
Mathematics | 16 | 11 | 20 | 17 | 15 | 26 | 32 | 20

a Calculate the product-moment correlation coefficient.

A teacher thinks that the population correlation coefficient between the marks
zero.

kely to be

b Test the teacher's idea at the 5% level of significance.
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16/ Asmall company decided to import fine Chinese porcelain. They believed that in the long
term this would prove to be an increasingly profitable arrangement with profits increasing
proportionally to sales. Over the next 6 years their sales and profits were as shown in the

table below.
Year 1994 | 1995 | 1996 | 1997 | 1998 | 1999
Sales in
thousands | 165 | 165 | 170 | 178 | 178 | 175
Profits in
£1000 65 | 72 | 75 | 76 | 80 | 83

Using a 1% significance level test to see if there is any evidence that the company’s beliefs
were correct, and that profit and sales were positively correlated.




image1.gif
SCATTER PLOT EXAMPLES

“‘I‘
LY
. .
I‘ .
Positive O| Negative
Correlation Correlation Correlation




image2.png




image3.png




image4.png
youtu.be/jUmSYtVwgo8
|





image5.png
youtu.be/veEBmOU6ovw
]






Correlation 


–


 


Measuring the relationship between bivariate data


 


At GCSE we became familiar with the use of the term correlation when describing points plotted on a scatter


-


graph.  


Suc


h points are based on the values


 


of two variables, such as the 


monetary


 


value 


compared to the mileage of


 


a 


second hand car, or the marks awarded in Paper 1 and Paper 2 of a Maths exam.  We would then describe these 


relationships as having ‘positive’, ‘negative’, or ‘no’ correlation.


 


 


 


 


 


 


 


 


Where 


there was evidence of 


correlation 


we learned how to dr


aw and use a line of best fit on the plot.


 


In statistics there are different ways to 


quantify


 


the strength of correlation exhibited between a pair of variables.  


These are known as correlation coefficients.  When it comes to linear correlation (other forms


 


of correlation exist, 


see below), the two measures used are 


Pearson’s Product Moment Correlation Coefficient (PMCC)


 


and 


Spearman’s 


Coefficient of Rank Correlation


.


 


 


 


 


 


 


 


 


Pearson’s coefficient is calculated on raw bivariate data and measures how close th


e data lie to a straight line.  A 


value of +1 would indicate that all the data lie on a straight line with a positive gradient (perfect positive correlation) 


and a correlation coefficient of 


-


1 would indicate perfect negative correlation, with all the data


 


laying on a straight 


line with a negative gradient. 


 


Spearman’s coefficient is used when the data has been ranked in some way.  For example if two judges in a bake off 


rank cakes baked by 10 different people.  If both judges agreed exactly on the ranking 


of the cakes this would 


produce a coefficient of +1, a value of 


-


1 would occur if the two judges had the ranking in exactly reverse order, 1


st


 


place for Judge 1 = 10


th


 


place for Judge 2, etc.


 


In Unit 4, we are not required to actually calculate the coeffic


ients, just interpret them.  


 


 


 


 


 


 




Correlation  –   Measuring the relationship between bivariate data   At GCSE we became familiar with the use of the term correlation when describing points plotted on a scatter - graph.   Suc h points are based on the values   of two variables, such as the  monetary   value  compared to the mileage of   a  second hand car, or the marks awarded in Paper 1 and Paper 2 of a Maths exam.  We would then describe these  relationships as having ‘positive’, ‘negative’, or ‘no’ correlation.                 Where  there was evidence of  correlation  we learned how to dr aw and use a line of best fit on the plot.   In statistics there are different ways to  quantify   the strength of correlation exhibited between a pair of variables.   These are known as correlation coefficients.  When it comes to linear correlation (other forms   of correlation exist,  see below), the two measures used are  Pearson’s Product Moment Correlation Coefficient (PMCC)   and  Spearman’s  Coefficient of Rank Correlation .                 Pearson’s coefficient is calculated on raw bivariate data and measures how close th e data lie to a straight line.  A  value of +1 would indicate that all the data lie on a straight line with a positive gradient (perfect positive correlation)  and a correlation coefficient of  - 1 would indicate perfect negative correlation, with all the data   laying on a straight  line with a negative gradient.    Spearman’s coefficient is used when the data has been ranked in some way.  For example if two judges in a bake off  rank cakes baked by 10 different people.  If both judges agreed exactly on the ranking  of the cakes this would  produce a coefficient of +1, a value of  - 1 would occur if the two judges had the ranking in exactly reverse order, 1 st   place for Judge 1 = 10 th   place for Judge 2, etc.   In Unit 4, we are not required to actually calculate the coeffic ients, just interpret them.              

